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Research Interests
] My research focuses on mitigating hallucinations in interactive dialogue systems through efficient,

data-driven approaches. I investigate scalable methods such as knowledge distillation, self-training,
and synthetic data generation to improve the factual accuracy and reliability of domain-specific
models. Additionally, I develop robust evaluation frameworks to better quantify hallucinations in
dialogue settings, combining automated metrics with human evaluation for more effective assess-
ment. My work aims to enhance the usability of AI-driven dialogue systems, particularly in resource-
constrained environments, by optimizing training and evaluation methodologies to reduce misinfor-
mation while maintaining system efficiency.

Education
2019 – May 2026 (expected) ] The Ohio State University Ph.D. in Computational Linguistics

2010 – 2013 ] University of Kentucky B.A. in Linguistics, B.A. in English, minor in
Spanish.

Invited Talks
May 2026 ] Speaker at the Huntington National Bank’s 2026 Analytics & Data Expo

February 2026 ] Speaker at the Big Ten Academic Alliance – Love Data Week

December 2025 ] Speaker at Dublin City University’s NLP group meeting

October 2025 ] Speaker at the DataConnect Conference 2025
Hallucination in AI Dialogues: Detection and Mitigation

September 2025 ] Speaker for the Center for Cognitive and Brain Sciences Fall Retreat
Introducing VISTA Score: Verification in Sequential Turn-Based Assessment

June 2025 ] Speaker for Columbus Data Analytics Wednesdays
Hallucination in the Wild: A Field Guide for LLM Users
Spotting, Understanding, and Reducing AI Mistakes

Awards and Recognitions
October 2025 ] Best Reviewer for the 18th International Natural Language Generation (INLG) Confer-

ence
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Awards and Recognitions (continued)
April 2025 ] Ilse Lehiste Memorial Fund Graduate Research Award

] Center for Cognitive and Brain Sciences (CCBS) Summer Graduate Award

March 2025 ] 1st place in the Buckeye Language Network (BLN) Research Symposium Graduate Stu-
dent Poster Competition

July 2023 ] Best Poster – RISC Capstone Research Symposium

June 2022 ] 3rd place in the Amazon AlexaPrize Taskbot Challenge
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Research Projects
2025 ] VISTA Score: Verification in Sequential Turn-based Assessment

• Designed a dialogue-level factuality metric for detecting hallucinations in multi-
turn AI systems.

• Decomposes conversations into atomic claims and tracks verified, contradicted,
and subjective statements across turns.

• Demonstrated improved accuracy over FActScore on multiple conversational
RAG benchmarks.

• Presented preliminary results at DataConnect 2025.

Summer 2024 ] TrustworthyGenerative AI Internship atMitsubishi Electric Research Lab. Boston,
MA. See Publications (1, 3).

• Focus on confabulation (hallucination) reduction in an LLM question-answering
system over product user manuals.

• Evaluation of LLM jailbreak-prevention models.
• Building internal ethics guidelines for AI/LLM use.

2022 – ] COSI Museum Tour Guide, Creating a virtual museum tour guide for the COSI mu-
seum in Columbus, Ohio. See Publications (5).

• Design of system pipeline for a document-grounded dialogue agent in which the
documents can be updated without needing to retrain the system models.

• Design and implementation of the generation model, which takes the user ques-
tion, the conversational context, and a related document to generate a response
in real time.

• Experimentation with LLMs for generation and evaluation.

2019 – ] Conversational Interactive Semantic Parsing See Publications (4, 8, 9)
• Designing an interactive framework by which a non-expert human user can ex-
plore a knowledge base via a natural-language dialogue.

• Designing a crowdsourcing task on Amazon Mechanical Turk for the creation
of a dataset intended for interactive semantic parsing research. Focus on ethical
and fair payment and interaction with workers.

• Collecting, annotating, and analyzing collected data.
• Developing the generation component by implementing a pragmatics-inspired
approach to reduce confabulation/hallucination and increase semantic fidelity.

• Conducting a user study on AMT to test the viability of our system for real use.

https://internlp.github.io/2022/documents/2022/papers/14.pdf
https://doi.org/10.18653/v1/2022.findings-acl.28


Research Projects (continued)
Summer 2023 ] RISC Internship

• Research for Intelligence & Security Challenges (RISC) program through the Ap-
plied Research Laboratory for Intelligence and Security (ARLIS).

• Led a small team on an NLP-focused project for identifying author personality
characteristics from written texts.

• Selected as best poster in final capstone event. Presented work to high-level se-
curity/DoD officials.

2021-2022 ] Amazon AlexaPrize Taskbot Challenge Awarded 3rd Place. See Publications (6, 7)
• Participated in an international competition to develop a taskbot for Amazon
Alexa that will dynamically and interactively help users walk through a DIY or
cooking task.

• Developed a content filtration system to prevent the taskbot from accepting in-
appropriate tasks.

• Improved methods by which the taskbot explains instructions to a user in a sen-
sible way, balancing brevity and clarity.

Skills
Languages ] English, Spanish (Intermediate), Korean (High Beginner), Polish (Beginner)
Coding ] Python, R, LATEX, SPARQL, SQL
Systems ] Machine Learning, PyTorch, Huggingface, etc.

Community Involvement
2025 ] ProgramCommittee. Served on the program committee for the 18th International Nat-

ural Language Generation (INLG) Conference
2023 – ] Graduate Studies Committee. Formulating the policies and requirements for degrees

in linguistics, ensuring students in the program are making reasonable progress towards
the requirements, making policies around the admission process to the program.

2023 ] Department Culture Working Group. Designed to address graduate student issues as
it relates to diversity, inclusion, conflicts, etc. within the Linguistics department.

2022 – ] Mentorship ProgramCommittee. Co-founder and organizer of a peermentoring pro-
gram for graduate students in the Linguistics department.

] Peer Mentor. Mentoring a 1st/2nd year Linguistics Ph.D. student.
2020 – 2021 ] Undergraduate Mentor. Mentor to three undergraduate students in the Linguistics de-

partment.
2019 – 2021 ] Development Committee. Fundraising, program building, and newsletter publishing

for the Linguistics Department.
2019 – 2020 ] Speakers’ Committee. Organizing and coordinating guest speaker visits in the Linguis-

tics Department.
2019 – 2021 ] Social Media Administrator. Maintaining social media presence for the Linguistics

Department.



Previous Employment History
2017 – 2019 ] English Teacher, Budnae Public Elementary School. Daejeon, South Korea.
2015 – 2017 ] Student Affairs Officer. University of Kentucky, College of Health Sciences. Lexington,

KY.
2014 – 2015 ] English Teacher. Kids&Co Kindergarten. Warsaw, Poland.


